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Subgroup identification is the key for personalized medicine

Hanlu Yang et al. Independent Vector Analysis Based Subgroup Identification from Multisubject fMRI data IEEE ICASSP 2022 1/18



Subgroup identification is the key for personalized medicine

Individual variability in brain functional
networks are fingerprints of identifying
subjects [Finn et al., 2015]

Subgroup shows homogeneity
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Current methods are limited by multiple factors

Identify subgroups with behavioral variables, clinical, cognitive or other
related scores [Bitsika et al., 2008], [Veatch et al., 2014]

Apply independent component analysis (ICA) on individual subject fMRI data
– missing multivariate information across subjects [Durieux et al., 2019]

Apply independent vector analysis (IVA) to multisubject fMRI data – relying
on user-defined parameters [Long et al., 2020]
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Proposed method: subgroup identification using
independent vector analysis (SI-IVA)
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on areas chosen. The brain regions that show significant sub-
group differences including: posterior cingulate gyrus (Fig.
3(c)), secondary visual cortex (Fig. 3(a)(c)), and primary so-
matosensory and motor cortex (Fig. 3(b)). A particular case
is the very small area of activation in Fig. 3(d) that shows
significant differences (p = 2 � 10�4) after FDR correction
between subgroups.

5. CONCLUSION

Here, based on IVA-G and Geršgorin disc, a new method of
subgroup identification is proposed to automatically divide
subjects into subgroups based on the correlation of their spa-
tial maps. The dependence across datasets captured by IVA
allows the correlation structure to be well preserved and dis-
covered during the analysis process. The following step of
applying the Geršgorin disc is only served as reorganizing
the results from IVA. This is different from methods that in-
volving two-step clustering, which is projecting data into a
space with a lower dimension and then apply clustering on
the new data space. This category of methods usually uses
pairwise correlation as the guidance for clustering. The two-
step clustering method separates the data reduction step and
clustering step, which can’t promise the best clustering re-
sult since the contribution level of the data reduction step is
unknown. By defining SCV, IVA leverages overall correla-
tion across all subjects and the independence across all latent
variables, which directly contribute to the and final cluster-
ing result. Another advantage of the proposed method is the
availability of checking the individual spatial map for each
subgroup because the identification step is performed on in-
dividual SCV, which increases the interpretability of the clus-
tering results. The classical clustering methods and CS-IVA
are not able to identify subgroups from a component level.

X[1] X[2] X[K]

y[1] y[2] y[K]

s1 sn sN
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Tülay Adali, “Independent vector analysis for com-
mon subspace analysis: Application to multi-subject
fmri data yields meaningful subgroups of schizophre-
nia,” NeuroImage, vol. 216, pp. 116872, 2020.

[9] Vince D Calhoun, Tulay Adali, Godfrey D Pearlson, and
James J Pekar, “A method for making group inferences
from functional mri data using independent component
analysis,” Human brain mapping, vol. 14, no. 3, pp.
140–151, 2001.

[10] Andrew M Michael, Mathew Anderson, Robyn L
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Tülay Adali, “Independent vector analysis for com-
mon subspace analysis: Application to multi-subject
fmri data yields meaningful subgroups of schizophre-
nia,” NeuroImage, vol. 216, pp. 116872, 2020.

[9] Vince D Calhoun, Tulay Adali, Godfrey D Pearlson, and
James J Pekar, “A method for making group inferences
from functional mri data using independent component
analysis,” Human brain mapping, vol. 14, no. 3, pp.
140–151, 2001.

[10] Andrew M Michael, Mathew Anderson, Robyn L
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Fig. 1. Process of subgroup identification. (a) SCVs are obtained by applying IVA on all subjects. (b) Geršgorin disc is used to
identify the number of subgroups and k-means clustering is applied to find the subjects that belong to each subgroup.

tally different from the aforementioned two-step procedure
in [7]. The number of subgroups and the subgroup struc-
tures are identified by applying Geršgorin discs on the covari-
ance matrix of each SCV. Geršgorin discs provide a range of
the eigenvalues of an SCV’s covariance matrix, which solves
the restriction issue in [11]. Comparing with the most recent
work, IVA-CS, the proposed method is fully data-driven and
requires no parameter tuning. Besides that, SI-IVA identifies
subgroups based on each individual SCV, which allows us to
determine the contribution of each component that separates
subjects. We test the performance of the proposed method
on both simulated and real data. From simulation results,
we show that SI-IVA outperforms the eigen-analysis-based
method with respect to the estimated number of subgroups.
With real fMRI data, we demonstrate that the subgroups iden-
tified by SI-IVA are interpretable and meaningful.

The rest of this paper is organized as follows: the details
of the proposed method along with the background of IVA
and eigen-analysis-based method are presented in Section 3.
The simulation results and the performance of applying the
proposed method on real fMRI data are listed in Section 4,
followed by the conclusion in Section 5 group difference on
the spatial map.

2. BACKGROUND

This section details the proposed method for Subgroup Iden-
tification using Independent Vector Analysis.

2.1. IVA

There are K datasets collected from K subjects, each contain-
ing V samples. IVA assumes that each dataset is formed from
the linear mixture of N independent sources. An observation
from k-th dataset can be written as,

x[k](v) = A[k]s[k](v), 1 � k � K, 1 � v � V (1)

where A[k] � RN�N are invertible mixing matrices. A
general model of IVA can be found in Fig. 1(a). In ad-
dition to the assumption of independence among sources
within a dataset, IVA takes into account the dependence
across multiple datasets by defining an SCV as sn(v) =

[s[1]n (v), . . . , s[K]
n (v)]� � RK�1, 1 � n � N , where

s[k]n � RV�1 is the nth source from the kth dataset. The
solution of IVA is to find K demixing matrices by minimiz-
ing the mutual information among the SCVs, which can be
achieved by the following cost function

IIVA(W) =
N�

n=1

H(yn)�
K�

k=1

log|det(W[k])| (2)

where W = [W[1],W[2], . . . ,W[K]] is the concatenation
of the demixing matrices, yn is the estimated SCV, and
H(yn) = �E{log pn(yn)} represents the (differential)
entropy of yn. The estimated sources of each dataset are
y[k](v) = W[k]x[k](v) for k = 1, . . . ,K, For a given set
of observations X[k], the above equation can be written as
Y[k] = W[k]X[k], and Yn = [yn(1),yn(2), . . . ,yn(V )] �
RK�V . Minimization of (2) is equivalent to maximization of
likelihood [13]. For simplicity, in the rest of the paper we do
not consider sample dependence case and only consider the
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tures are identified by applying Geršgorin discs on the covari-
ance matrix of each SCV. Geršgorin discs provide a range of
the eigenvalues of an SCV’s covariance matrix, which solves
the restriction issue in [11]. Comparing with the most recent
work, IVA-CS, the proposed method is fully data-driven and
requires no parameter tuning. Besides that, SI-IVA identifies
subgroups based on each individual SCV, which allows us to
determine the contribution of each component that separates
subjects. We test the performance of the proposed method
on both simulated and real data. From simulation results,
we show that SI-IVA outperforms the eigen-analysis-based
method with respect to the estimated number of subgroups.
With real fMRI data, we demonstrate that the subgroups iden-
tified by SI-IVA are interpretable and meaningful.
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of the proposed method along with the background of IVA
and eigen-analysis-based method are presented in Section 3.
The simulation results and the performance of applying the
proposed method on real fMRI data are listed in Section 4,
followed by the conclusion in Section 5 group difference on
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on areas chosen. The brain regions that show significant sub-
group differences including: posterior cingulate gyrus (Fig.
3(c)), secondary visual cortex (Fig. 3(a)(c)), and primary so-
matosensory and motor cortex (Fig. 3(b)). A particular case
is the very small area of activation in Fig. 3(d) that shows
significant differences (p = 2 � 10�4) after FDR correction
between subgroups.

5. CONCLUSION

Here, based on IVA-G and Geršgorin disc, a new method of
subgroup identification is proposed to automatically divide
subjects into subgroups based on the correlation of their spa-
tial maps. The dependence across datasets captured by IVA
allows the correlation structure to be well preserved and dis-
covered during the analysis process. The following step of
applying the Geršgorin disc is only served as reorganizing
the results from IVA. This is different from methods that in-
volving two-step clustering, which is projecting data into a
space with a lower dimension and then apply clustering on
the new data space. This category of methods usually uses
pairwise correlation as the guidance for clustering. The two-
step clustering method separates the data reduction step and
clustering step, which can’t promise the best clustering re-
sult since the contribution level of the data reduction step is
unknown. By defining SCV, IVA leverages overall correla-
tion across all subjects and the independence across all latent
variables, which directly contribute to the and final cluster-
ing result. Another advantage of the proposed method is the
availability of checking the individual spatial map for each
subgroup because the identification step is performed on in-
dividual SCV, which increases the interpretability of the clus-
tering results. The classical clustering methods and CS-IVA
are not able to identify subgroups from a component level.
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Ĉ1 Ĉn ĈN

C̃n

�1,�2, . . . ,�K

6. REFERENCES

[1] National Research Council et al., “Toward precision
medicine: building a knowledge network for biomedi-
cal research and a new taxonomy of disease,” 2011.

[2] Yujun Shao, ML Cuccaro, ER Hauser, KL Raiford,
MM Menold, CM Wolpert, SA Ravan, L Elston, K De-
cena, SL Donnelly, et al., “Fine mapping of autistic dis-
order to chromosome 15q11-q13 by use of phenotypic
subtypes,” The American Journal of Human Genetics,
vol. 72, no. 3, pp. 539–548, 2003.

[3] MCJ Dekker, Vincenzo Bonifati, and CM Van Duijn,
“Parkinson’s disease: piecing together a genetic jigsaw,”
Brain, vol. 126, no. 8, pp. 1722–1733, 2003.

[4] William K Scott, Elizabeth R Hauser, Donald E
Schmechel, Kathleen A Welsh-Bohmer, Gary W Small,
Allen D Roses, Ann M Saunders, John R Gilbert, Jef-
fery M Vance, Jonathan L Haines, et al., “Ordered-
subsets linkage analysis detects novel alzheimer disease
loci on chromosomes 2q34 and 15q22,” The American
Journal of Human Genetics, vol. 73, no. 5, pp. 1041–
1051, 2003.

[5] Dominic B Dwyer, Carlos Cabral, Lana Kambeitz-
Ilankovic, Rachele Sanfelici, Joseph Kambeitz, Vince
Calhoun, Peter Falkai, Christos Pantelis, Eva Meisen-
zahl, and Nikolaos Koutsouleris, “Brain subtyp-
ing enhances the neuroanatomical discrimination of
schizophrenia,” Schizophrenia bulletin, vol. 44, no. 5,
pp. 1060–1069, 2018.

[6] Vince D Calhoun, Tom Eichele, and Godfrey Pearlson,
“Functional brain networks in schizophrenia: a review,”
Frontiers in human neuroscience, vol. 3, pp. 17, 2009.

[7] Jeffrey Durieux and Tom F Wilderjans, “Partitioning
subjects based on high-dimensional fmri data: compari-
son of several clustering methods and studying the influ-
ence of ica data reduction in big data,” Behaviormetrika,
vol. 46, no. 2, pp. 271–311, 2019.

[8] Qunfang Long, Suchita Bhinge, Vince D Calhoun, and
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Miller, Tülay Adalı, and Vince D Calhoun, “Preserving
subject variability in group fmri analysis: performance
evaluation of gica vs. iva,” Frontiers in systems neuro-
science, vol. 8, pp. 106, 2014.

[11] Tanuj Hasija, Timothy Marrinan, Christian Lameiro,
and Peter J Schreier, “Determining the dimension and

Estimated 
SCVs

on areas chosen. The brain regions that show significant sub-
group differences including: posterior cingulate gyrus (Fig.
3(c)), secondary visual cortex (Fig. 3(a)(c)), and primary so-
matosensory and motor cortex (Fig. 3(b)). A particular case
is the very small area of activation in Fig. 3(d) that shows
significant differences (p = 2 � 10�4) after FDR correction
between subgroups.

5. CONCLUSION

Here, based on IVA-G and Geršgorin disc, a new method of
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applying the Geršgorin disc is only served as reorganizing
the results from IVA. This is different from methods that in-
volving two-step clustering, which is projecting data into a
space with a lower dimension and then apply clustering on
the new data space. This category of methods usually uses
pairwise correlation as the guidance for clustering. The two-
step clustering method separates the data reduction step and
clustering step, which can’t promise the best clustering re-
sult since the contribution level of the data reduction step is
unknown. By defining SCV, IVA leverages overall correla-
tion across all subjects and the independence across all latent
variables, which directly contribute to the and final cluster-
ing result. Another advantage of the proposed method is the
availability of checking the individual spatial map for each
subgroup because the identification step is performed on in-
dividual SCV, which increases the interpretability of the clus-
tering results. The classical clustering methods and CS-IVA
are not able to identify subgroups from a component level.

X[1] X[2] X[K]

Y[1] Y[2] Y[K]

S1 Sn SN
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Ĉ1 Ĉn ĈN

C̃n

�1,�2, . . . ,�K
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Tülay Adali, “Independent vector analysis for com-
mon subspace analysis: Application to multi-subject
fmri data yields meaningful subgroups of schizophre-
nia,” NeuroImage, vol. 216, pp. 116872, 2020.

[9] Vince D Calhoun, Tulay Adali, Godfrey D Pearlson, and
James J Pekar, “A method for making group inferences
from functional mri data using independent component
analysis,” Human brain mapping, vol. 14, no. 3, pp.
140–151, 2001.

[10] Andrew M Michael, Mathew Anderson, Robyn L
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Fig. 1. Process of subgroup identification. (a) SCVs are obtained by applying IVA on all subjects. (b) Geršgorin disc is used to
identify the number of subgroups and k-means clustering is applied to find the subjects that belong to each subgroup.

tally different from the aforementioned two-step procedure
in [7]. The number of subgroups and the subgroup struc-
tures are identified by applying Geršgorin discs on the covari-
ance matrix of each SCV. Geršgorin discs provide a range of
the eigenvalues of an SCV’s covariance matrix, which solves
the restriction issue in [11]. Comparing with the most recent
work, IVA-CS, the proposed method is fully data-driven and
requires no parameter tuning. Besides that, SI-IVA identifies
subgroups based on each individual SCV, which allows us to
determine the contribution of each component that separates
subjects. We test the performance of the proposed method
on both simulated and real data. From simulation results,
we show that SI-IVA outperforms the eigen-analysis-based
method with respect to the estimated number of subgroups.
With real fMRI data, we demonstrate that the subgroups iden-
tified by SI-IVA are interpretable and meaningful.

The rest of this paper is organized as follows: the details
of the proposed method along with the background of IVA
and eigen-analysis-based method are presented in Section 3.
The simulation results and the performance of applying the
proposed method on real fMRI data are listed in Section 4,
followed by the conclusion in Section 5 group difference on
the spatial map.

2. BACKGROUND

This section details the proposed method for Subgroup Iden-
tification using Independent Vector Analysis.

2.1. IVA

There are K datasets collected from K subjects, each contain-
ing V samples. IVA assumes that each dataset is formed from
the linear mixture of N independent sources. An observation
from k-th dataset can be written as,

x[k](v) = A[k]s[k](v), 1 � k � K, 1 � v � V (1)

where A[k] � RN�N are invertible mixing matrices. A
general model of IVA can be found in Fig. 1(a). In ad-
dition to the assumption of independence among sources
within a dataset, IVA takes into account the dependence
across multiple datasets by defining an SCV as sn(v) =

[s[1]n (v), . . . , s[K]
n (v)]� � RK�1, 1 � n � N , where

s[k]n � RV�1 is the nth source from the kth dataset. The
solution of IVA is to find K demixing matrices by minimiz-
ing the mutual information among the SCVs, which can be
achieved by the following cost function

IIVA(W) =
N�

n=1

H(yn)�
K�

k=1

log|det(W[k])| (2)

where W = [W[1],W[2], . . . ,W[K]] is the concatenation
of the demixing matrices, yn is the estimated SCV, and
H(yn) = �E{log pn(yn)} represents the (differential)
entropy of yn. The estimated sources of each dataset are
y[k](v) = W[k]x[k](v) for k = 1, . . . ,K, For a given set
of observations X[k], the above equation can be written as
Y[k] = W[k]X[k], and Yn = [yn(1),yn(2), . . . ,yn(V )] �
RK�V . Minimization of (2) is equivalent to maximization of
likelihood [13]. For simplicity, in the rest of the paper we do
not consider sample dependence case and only consider the
simpler independent and identical distribution case.

2.2. Subgroup identification by eigen-analysis

We assume all components are zero mean and unit variance
so that the covariance and the correlation coincide. The nth

SCV covariance matrix can be written as Cn = [�[k1,k2]
n ] �

RK�K , where �[k1,k2]
n = E{s[k1]n s[k2]n } is the correlation co-

efficient between k1 and k2 for the nth component. The sub-
group identification problem can be viewed as finding the
number of correlated subjects and their index based on the
covariance matrix of each SCV. Based on eigenvalue decom-
position, we factor the sample covariance matrix into Ĉn =
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N�

n=1

H(yn)�
K�

k=1

log|det(W[k])| (2)
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RK�K , where �[k1,k2]
n = E{s[k1]n s[k2]n } is the correlation co-
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⋮
IVA ⋮

on areas chosen. The brain regions that show significant sub-
group differences including: posterior cingulate gyrus (Fig.
3(c)), secondary visual cortex (Fig. 3(a)(c)), and primary so-
matosensory and motor cortex (Fig. 3(b)). A particular case
is the very small area of activation in Fig. 3(d) that shows
significant differences (p = 2 � 10�4) after FDR correction
between subgroups.

5. CONCLUSION

Here, based on IVA-G and Geršgorin disc, a new method of
subgroup identification is proposed to automatically divide
subjects into subgroups based on the correlation of their spa-
tial maps. The dependence across datasets captured by IVA
allows the correlation structure to be well preserved and dis-
covered during the analysis process. The following step of
applying the Geršgorin disc is only served as reorganizing
the results from IVA. This is different from methods that in-
volving two-step clustering, which is projecting data into a
space with a lower dimension and then apply clustering on
the new data space. This category of methods usually uses
pairwise correlation as the guidance for clustering. The two-
step clustering method separates the data reduction step and
clustering step, which can’t promise the best clustering re-
sult since the contribution level of the data reduction step is
unknown. By defining SCV, IVA leverages overall correla-
tion across all subjects and the independence across all latent
variables, which directly contribute to the and final cluster-
ing result. Another advantage of the proposed method is the
availability of checking the individual spatial map for each
subgroup because the identification step is performed on in-
dividual SCV, which increases the interpretability of the clus-
tering results. The classical clustering methods and CS-IVA
are not able to identify subgroups from a component level.
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Here, based on IVA-G and Geršgorin disc, a new method of
subgroup identification is proposed to automatically divide
subjects into subgroups based on the correlation of their spa-
tial maps. The dependence across datasets captured by IVA
allows the correlation structure to be well preserved and dis-
covered during the analysis process. The following step of
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IVA-G preserves correlation structures effectively
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Fig. 1. Process of subgroup identification. (a) SCVs are obtained by applying IVA on all subjects. (b) Geršgorin disc is used to
identify the number of subgroups and k-means clustering is applied to find the subjects that belong to each subgroup.

tally different from the aforementioned two-step procedure
in [7]. The number of subgroups and the subgroup struc-
tures are identified by applying Geršgorin discs on the covari-
ance matrix of each SCV. Geršgorin discs provide a range of
the eigenvalues of an SCV’s covariance matrix, which solves
the restriction issue in [11]. Comparing with the most recent
work, IVA-CS, the proposed method is fully data-driven and
requires no parameter tuning. Besides that, SI-IVA identifies
subgroups based on each individual SCV, which allows us to
determine the contribution of each component that separates
subjects. We test the performance of the proposed method
on both simulated and real data. From simulation results,
we show that SI-IVA outperforms the eigen-analysis-based
method with respect to the estimated number of subgroups.
With real fMRI data, we demonstrate that the subgroups iden-
tified by SI-IVA are interpretable and meaningful.

The rest of this paper is organized as follows: the details
of the proposed method along with the background of IVA
and eigen-analysis-based method are presented in Section 3.
The simulation results and the performance of applying the
proposed method on real fMRI data are listed in Section 4,
followed by the conclusion in Section 5 group difference on
the spatial map.

2. BACKGROUND

This section details the proposed method for Subgroup Iden-
tification using Independent Vector Analysis.

2.1. IVA

There are K datasets collected from K subjects, each contain-
ing V samples. IVA assumes that each dataset is formed from
the linear mixture of N independent sources. An observation
from k-th dataset can be written as,

x[k](v) = A[k]s[k](v), 1 � k � K, 1 � v � V (1)

where A[k] � RN�N are invertible mixing matrices. A
general model of IVA can be found in Fig. 1(a). In ad-
dition to the assumption of independence among sources
within a dataset, IVA takes into account the dependence
across multiple datasets by defining an SCV as sn(v) =

[s[1]n (v), . . . , s[K]
n (v)]� � RK�1, 1 � n � N , where

s[k]n � RV�1 is the nth source from the kth dataset. The
solution of IVA is to find K demixing matrices by minimiz-
ing the mutual information among the SCVs, which can be
achieved by the following cost function

IIVA(W) =
N�

n=1

H(yn)�
K�

k=1

log|det(W[k])| (2)

where W = [W[1],W[2], . . . ,W[K]] is the concatenation
of the demixing matrices, yn is the estimated SCV, and
H(yn) = �E{log pn(yn)} represents the (differential)
entropy of yn. The estimated sources of each dataset are
y[k](v) = W[k]x[k](v) for k = 1, . . . ,K, For a given set
of observations X[k], the above equation can be written as
Y[k] = W[k]X[k], and Yn = [yn(1),yn(2), . . . ,yn(V )] �
RK�V . Minimization of (2) is equivalent to maximization of
likelihood [13]. For simplicity, in the rest of the paper we do
not consider sample dependence case and only consider the
simpler independent and identical distribution case.

2.2. Subgroup identification by eigen-analysis

We assume all components are zero mean and unit variance
so that the covariance and the correlation coincide. The nth

SCV covariance matrix can be written as Cn = [�[k1,k2]
n ] �

RK�K , where �[k1,k2]
n = E{s[k1]n s[k2]n } is the correlation co-

efficient between k1 and k2 for the nth component. The sub-
group identification problem can be viewed as finding the
number of correlated subjects and their index based on the
covariance matrix of each SCV. Based on eigenvalue decom-
position, we factor the sample covariance matrix into Ĉn =
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on areas chosen. The brain regions that show significant sub-
group differences including: posterior cingulate gyrus (Fig.
3(c)), secondary visual cortex (Fig. 3(a)(c)), and primary so-
matosensory and motor cortex (Fig. 3(b)). A particular case
is the very small area of activation in Fig. 3(d) that shows
significant differences (p = 2 � 10�4) after FDR correction
between subgroups.
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subjects into subgroups based on the correlation of their spa-
tial maps. The dependence across datasets captured by IVA
allows the correlation structure to be well preserved and dis-
covered during the analysis process. The following step of
applying the Geršgorin disc is only served as reorganizing
the results from IVA. This is different from methods that in-
volving two-step clustering, which is projecting data into a
space with a lower dimension and then apply clustering on
the new data space. This category of methods usually uses
pairwise correlation as the guidance for clustering. The two-
step clustering method separates the data reduction step and
clustering step, which can’t promise the best clustering re-
sult since the contribution level of the data reduction step is
unknown. By defining SCV, IVA leverages overall correla-
tion across all subjects and the independence across all latent
variables, which directly contribute to the and final cluster-
ing result. Another advantage of the proposed method is the
availability of checking the individual spatial map for each
subgroup because the identification step is performed on in-
dividual SCV, which increases the interpretability of the clus-
tering results. The classical clustering methods and CS-IVA
are not able to identify subgroups from a component level.
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applying the Geršgorin disc is only served as reorganizing
the results from IVA. This is different from methods that in-
volving two-step clustering, which is projecting data into a
space with a lower dimension and then apply clustering on
the new data space. This category of methods usually uses
pairwise correlation as the guidance for clustering. The two-
step clustering method separates the data reduction step and
clustering step, which can’t promise the best clustering re-
sult since the contribution level of the data reduction step is
unknown. By defining SCV, IVA leverages overall correla-
tion across all subjects and the independence across all latent
variables, which directly contribute to the and final cluster-
ing result. Another advantage of the proposed method is the
availability of checking the individual spatial map for each
subgroup because the identification step is performed on in-
dividual SCV, which increases the interpretability of the clus-
tering results. The classical clustering methods and CS-IVA
are not able to identify subgroups from a component level.

X[1] X[2] X[K]

y[1] y[2] y[K]

s1 sn sN
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applying the Geršgorin disc is only served as reorganizing
the results from IVA. This is different from methods that in-
volving two-step clustering, which is projecting data into a
space with a lower dimension and then apply clustering on
the new data space. This category of methods usually uses
pairwise correlation as the guidance for clustering. The two-
step clustering method separates the data reduction step and
clustering step, which can’t promise the best clustering re-
sult since the contribution level of the data reduction step is
unknown. By defining SCV, IVA leverages overall correla-
tion across all subjects and the independence across all latent
variables, which directly contribute to the and final cluster-
ing result. Another advantage of the proposed method is the
availability of checking the individual spatial map for each
subgroup because the identification step is performed on in-
dividual SCV, which increases the interpretability of the clus-
tering results. The classical clustering methods and CS-IVA
are not able to identify subgroups from a component level.

X[1] X[2] X[K]

Y[1] Y[2] Y[K]

s1 sn sN
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C̃n

�1,�2, . . . ,�K
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Eigenvalues and eigenvectors of Ĉn reveal subgroups
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�1 > 1 The variation in eigenvalues can
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The variation in eigenvalues leads to
overestimation of subgroups

�1 > 1

�1 > 1, �2 > 1

Hanlu Yang et al. Independent Vector Analysis Based Subgroup Identification from Multisubject fMRI data IEEE ICASSP 2022 10/18



Gershgorin disc transforms eigenvalues’ variation
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Gershgorin disc solves the overestimating issue

Instead of looking for eigenvalues � > 1, SI-IVA looks for � > (Rmin + 1)

Eigenvalue decomposition with Gershgorin disc (EGD) incorporates
eigenvalue decomposition with hard thresholding (EHT)
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SI-IVA: Identification of subgroup structure
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group differences including: posterior cingulate gyrus (Fig.
3(c)), secondary visual cortex (Fig. 3(a)(c)), and primary so-
matosensory and motor cortex (Fig. 3(b)). A particular case
is the very small area of activation in Fig. 3(d) that shows
significant differences (p = 2 � 10�4) after FDR correction
between subgroups.
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the results from IVA. This is different from methods that in-
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pairwise correlation as the guidance for clustering. The two-
step clustering method separates the data reduction step and
clustering step, which can’t promise the best clustering re-
sult since the contribution level of the data reduction step is
unknown. By defining SCV, IVA leverages overall correla-
tion across all subjects and the independence across all latent
variables, which directly contribute to the and final cluster-
ing result. Another advantage of the proposed method is the
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subgroup because the identification step is performed on in-
dividual SCV, which increases the interpretability of the clus-
tering results. The classical clustering methods and CS-IVA
are not able to identify subgroups from a component level.
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Here, based on IVA-G and Geršgorin disc, a new method of
subgroup identification is proposed to automatically divide
subjects into subgroups based on the correlation of their spa-
tial maps. The dependence across datasets captured by IVA
allows the correlation structure to be well preserved and dis-
covered during the analysis process. The following step of
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Miller, Tülay Adalı, and Vince D Calhoun, “Preserving
subject variability in group fmri analysis: performance
evaluation of gica vs. iva,” Frontiers in systems neuro-
science, vol. 8, pp. 106, 2014.

[11] Tanuj Hasija, Timothy Marrinan, Christian Lameiro,
and Peter J Schreier, “Determining the dimension and

on areas chosen. The brain regions that show significant sub-
group differences including: posterior cingulate gyrus (Fig.
3(c)), secondary visual cortex (Fig. 3(a)(c)), and primary so-
matosensory and motor cortex (Fig. 3(b)). A particular case
is the very small area of activation in Fig. 3(d) that shows
significant differences (p = 2 � 10�4) after FDR correction
between subgroups.

5. CONCLUSION

Here, based on IVA-G and Geršgorin disc, a new method of
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C̃n

�1,�2, . . . ,�K

6. REFERENCES

[1] National Research Council et al., “Toward precision
medicine: building a knowledge network for biomedi-
cal research and a new taxonomy of disease,” 2011.

[2] Yujun Shao, ML Cuccaro, ER Hauser, KL Raiford,
MM Menold, CM Wolpert, SA Ravan, L Elston, K De-
cena, SL Donnelly, et al., “Fine mapping of autistic dis-
order to chromosome 15q11-q13 by use of phenotypic
subtypes,” The American Journal of Human Genetics,
vol. 72, no. 3, pp. 539–548, 2003.

[3] MCJ Dekker, Vincenzo Bonifati, and CM Van Duijn,
“Parkinson’s disease: piecing together a genetic jigsaw,”
Brain, vol. 126, no. 8, pp. 1722–1733, 2003.

[4] William K Scott, Elizabeth R Hauser, Donald E
Schmechel, Kathleen A Welsh-Bohmer, Gary W Small,
Allen D Roses, Ann M Saunders, John R Gilbert, Jef-
fery M Vance, Jonathan L Haines, et al., “Ordered-
subsets linkage analysis detects novel alzheimer disease
loci on chromosomes 2q34 and 15q22,” The American
Journal of Human Genetics, vol. 73, no. 5, pp. 1041–
1051, 2003.

[5] Dominic B Dwyer, Carlos Cabral, Lana Kambeitz-
Ilankovic, Rachele Sanfelici, Joseph Kambeitz, Vince
Calhoun, Peter Falkai, Christos Pantelis, Eva Meisen-
zahl, and Nikolaos Koutsouleris, “Brain subtyp-
ing enhances the neuroanatomical discrimination of
schizophrenia,” Schizophrenia bulletin, vol. 44, no. 5,
pp. 1060–1069, 2018.

[6] Vince D Calhoun, Tom Eichele, and Godfrey Pearlson,
“Functional brain networks in schizophrenia: a review,”
Frontiers in human neuroscience, vol. 3, pp. 17, 2009.

[7] Jeffrey Durieux and Tom F Wilderjans, “Partitioning
subjects based on high-dimensional fmri data: compari-
son of several clustering methods and studying the influ-
ence of ica data reduction in big data,” Behaviormetrika,
vol. 46, no. 2, pp. 271–311, 2019.

[8] Qunfang Long, Suchita Bhinge, Vince D Calhoun, and
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Fig. 1. Process of subgroup identification. (a) SCVs are obtained by applying IVA on all subjects. (b) Geršgorin disc is used to
identify the number of subgroups and k-means clustering is applied to find the subjects that belong to each subgroup.

tally different from the aforementioned two-step procedure
in [7]. The number of subgroups and the subgroup struc-
tures are identified by applying Geršgorin discs on the covari-
ance matrix of each SCV. Geršgorin discs provide a range of
the eigenvalues of an SCV’s covariance matrix, which solves
the restriction issue in [11]. Comparing with the most recent
work, IVA-CS, the proposed method is fully data-driven and
requires no parameter tuning. Besides that, SI-IVA identifies
subgroups based on each individual SCV, which allows us to
determine the contribution of each component that separates
subjects. We test the performance of the proposed method
on both simulated and real data. From simulation results,
we show that SI-IVA outperforms the eigen-analysis-based
method with respect to the estimated number of subgroups.
With real fMRI data, we demonstrate that the subgroups iden-
tified by SI-IVA are interpretable and meaningful.

The rest of this paper is organized as follows: the details
of the proposed method along with the background of IVA
and eigen-analysis-based method are presented in Section 3.
The simulation results and the performance of applying the
proposed method on real fMRI data are listed in Section 4,
followed by the conclusion in Section 5 group difference on
the spatial map.

2. BACKGROUND

This section details the proposed method for Subgroup Iden-
tification using Independent Vector Analysis.

2.1. IVA

There are K datasets collected from K subjects, each contain-
ing V samples. IVA assumes that each dataset is formed from
the linear mixture of N independent sources. An observation
from k-th dataset can be written as,

x[k](v) = A[k]s[k](v), 1 � k � K, 1 � v � V (1)

where A[k] � RN�N are invertible mixing matrices. A
general model of IVA can be found in Fig. 1(a). In ad-
dition to the assumption of independence among sources
within a dataset, IVA takes into account the dependence
across multiple datasets by defining an SCV as sn(v) =

[s[1]n (v), . . . , s[K]
n (v)]� � RK�1, 1 � n � N , where

s[k]n � RV�1 is the nth source from the kth dataset. The
solution of IVA is to find K demixing matrices by minimiz-
ing the mutual information among the SCVs, which can be
achieved by the following cost function

IIVA(W) =
N�

n=1

H(yn)�
K�

k=1

log|det(W[k])| (2)

where W = [W[1],W[2], . . . ,W[K]] is the concatenation
of the demixing matrices, yn is the estimated SCV, and
H(yn) = �E{log pn(yn)} represents the (differential)
entropy of yn. The estimated sources of each dataset are
y[k](v) = W[k]x[k](v) for k = 1, . . . ,K, For a given set
of observations X[k], the above equation can be written as
Y[k] = W[k]X[k], and Yn = [yn(1),yn(2), . . . ,yn(V )] �
RK�V . Minimization of (2) is equivalent to maximization of
likelihood [13]. For simplicity, in the rest of the paper we do
not consider sample dependence case and only consider the
simpler independent and identical distribution case.

2.2. Subgroup identification by eigen-analysis

We assume all components are zero mean and unit variance
so that the covariance and the correlation coincide. The nth

SCV covariance matrix can be written as Cn = [�[k1,k2]
n ] �

RK�K , where �[k1,k2]
n = E{s[k1]n s[k2]n } is the correlation co-

efficient between k1 and k2 for the nth component. The sub-
group identification problem can be viewed as finding the
number of correlated subjects and their index based on the
covariance matrix of each SCV. Based on eigenvalue decom-
position, we factor the sample covariance matrix into Ĉn =
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pairwise correlation as the guidance for clustering. The two-
step clustering method separates the data reduction step and
clustering step, which can’t promise the best clustering re-
sult since the contribution level of the data reduction step is
unknown. By defining SCV, IVA leverages overall correla-
tion across all subjects and the independence across all latent
variables, which directly contribute to the and final cluster-
ing result. Another advantage of the proposed method is the
availability of checking the individual spatial map for each
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dividual SCV, which increases the interpretability of the clus-
tering results. The classical clustering methods and CS-IVA
are not able to identify subgroups from a component level.
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C̃n

�1,�2, . . . ,�K

6. REFERENCES

[1] National Research Council et al., “Toward precision
medicine: building a knowledge network for biomedi-
cal research and a new taxonomy of disease,” 2011.

[2] Yujun Shao, ML Cuccaro, ER Hauser, KL Raiford,
MM Menold, CM Wolpert, SA Ravan, L Elston, K De-
cena, SL Donnelly, et al., “Fine mapping of autistic dis-
order to chromosome 15q11-q13 by use of phenotypic
subtypes,” The American Journal of Human Genetics,
vol. 72, no. 3, pp. 539–548, 2003.

[3] MCJ Dekker, Vincenzo Bonifati, and CM Van Duijn,
“Parkinson’s disease: piecing together a genetic jigsaw,”
Brain, vol. 126, no. 8, pp. 1722–1733, 2003.

[4] William K Scott, Elizabeth R Hauser, Donald E
Schmechel, Kathleen A Welsh-Bohmer, Gary W Small,
Allen D Roses, Ann M Saunders, John R Gilbert, Jef-
fery M Vance, Jonathan L Haines, et al., “Ordered-
subsets linkage analysis detects novel alzheimer disease
loci on chromosomes 2q34 and 15q22,” The American
Journal of Human Genetics, vol. 73, no. 5, pp. 1041–
1051, 2003.

[5] Dominic B Dwyer, Carlos Cabral, Lana Kambeitz-
Ilankovic, Rachele Sanfelici, Joseph Kambeitz, Vince
Calhoun, Peter Falkai, Christos Pantelis, Eva Meisen-
zahl, and Nikolaos Koutsouleris, “Brain subtyp-
ing enhances the neuroanatomical discrimination of
schizophrenia,” Schizophrenia bulletin, vol. 44, no. 5,
pp. 1060–1069, 2018.

[6] Vince D Calhoun, Tom Eichele, and Godfrey Pearlson,
“Functional brain networks in schizophrenia: a review,”
Frontiers in human neuroscience, vol. 3, pp. 17, 2009.

[7] Jeffrey Durieux and Tom F Wilderjans, “Partitioning
subjects based on high-dimensional fmri data: compari-
son of several clustering methods and studying the influ-
ence of ica data reduction in big data,” Behaviormetrika,
vol. 46, no. 2, pp. 271–311, 2019.

[8] Qunfang Long, Suchita Bhinge, Vince D Calhoun, and
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Ĉ1 Ĉn ĈN
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C̃n

�1,�2, . . . ,�K

6. REFERENCES

[1] National Research Council et al., “Toward precision
medicine: building a knowledge network for biomedi-
cal research and a new taxonomy of disease,” 2011.

[2] Yujun Shao, ML Cuccaro, ER Hauser, KL Raiford,
MM Menold, CM Wolpert, SA Ravan, L Elston, K De-
cena, SL Donnelly, et al., “Fine mapping of autistic dis-
order to chromosome 15q11-q13 by use of phenotypic
subtypes,” The American Journal of Human Genetics,
vol. 72, no. 3, pp. 539–548, 2003.

[3] MCJ Dekker, Vincenzo Bonifati, and CM Van Duijn,
“Parkinson’s disease: piecing together a genetic jigsaw,”
Brain, vol. 126, no. 8, pp. 1722–1733, 2003.

[4] William K Scott, Elizabeth R Hauser, Donald E
Schmechel, Kathleen A Welsh-Bohmer, Gary W Small,
Allen D Roses, Ann M Saunders, John R Gilbert, Jef-
fery M Vance, Jonathan L Haines, et al., “Ordered-
subsets linkage analysis detects novel alzheimer disease
loci on chromosomes 2q34 and 15q22,” The American
Journal of Human Genetics, vol. 73, no. 5, pp. 1041–
1051, 2003.

[5] Dominic B Dwyer, Carlos Cabral, Lana Kambeitz-
Ilankovic, Rachele Sanfelici, Joseph Kambeitz, Vince
Calhoun, Peter Falkai, Christos Pantelis, Eva Meisen-
zahl, and Nikolaos Koutsouleris, “Brain subtyp-
ing enhances the neuroanatomical discrimination of
schizophrenia,” Schizophrenia bulletin, vol. 44, no. 5,
pp. 1060–1069, 2018.

[6] Vince D Calhoun, Tom Eichele, and Godfrey Pearlson,
“Functional brain networks in schizophrenia: a review,”
Frontiers in human neuroscience, vol. 3, pp. 17, 2009.

[7] Jeffrey Durieux and Tom F Wilderjans, “Partitioning
subjects based on high-dimensional fmri data: compari-
son of several clustering methods and studying the influ-
ence of ica data reduction in big data,” Behaviormetrika,
vol. 46, no. 2, pp. 271–311, 2019.

[8] Qunfang Long, Suchita Bhinge, Vince D Calhoun, and
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Tülay Adali, “Independent vector analysis for com-
mon subspace analysis: Application to multi-subject
fmri data yields meaningful subgroups of schizophre-
nia,” NeuroImage, vol. 216, pp. 116872, 2020.

[9] Vince D Calhoun, Tulay Adali, Godfrey D Pearlson, and
James J Pekar, “A method for making group inferences
from functional mri data using independent component
analysis,” Human brain mapping, vol. 14, no. 3, pp.
140–151, 2001.

[10] Andrew M Michael, Mathew Anderson, Robyn L
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Ĉ1 Ĉn ĈN
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Simulation: EGD predicts correct number of subgroups

⇢c ⇠ U[0.7, 0.9],
⇢d ⇠ U[0.05, 0.25]

SCVs: MGGD,
� ⇠ U[0.1, 0.8]
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SI-IVA identifies subgroup structures with multisubject
resting-state fMRI data

50 schizophrenia patients’ resting-state fMRI data were collected from the Center of
Biomedical Research Excellence (COBRE) (https://coins.trendscenter.org)

IVA-G was implemented with order number as 85

Cross intersymbol interference (Cross-ISI) was used to select the most consistent run
for 10 runs with random initialization [Long and Jia et al., 2018]
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SI-IVA identifies subgroup structures with multisubject
resting-state fMRI data

Common SCVs

Distinct SCVs

Group-specific SCVs
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SI-IVA identifies subgroup structures with multisubject
resting-state fMRI data

Mean components are thresholded at Z = 2

Two-sample t-test used to identify the discriminative components (p < 0.05)

t-map, p-value = 0.00041Subgroup Rest 

SI-IVA
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SI-IVA identifies subgroup structures with multisubject
resting-state fMRI data

Mean components are thresholded at Z = 2

Two-sample t-test used to identify the discriminative components (p < 0.05)

SI-IVA

t-map, p-value = 0.00016Subgroup Rest 
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Summary

SI-IVA
identifies subgroup structures

yields meaningful components and subgroups

requires no user-defined parameters

can be adopted to other multi-set data
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